Janus: Intra-Process Isolation for High-Throughput Data Plane Libraries*

Technical Report #1004

Mohammad Hedayati,1 Spyridoula Gravani,1 Ethan Johnson,1 John Criswell,1 Michael L. Scott,1 Kai Shen2 and Mike Marty2

1Department of Computer Science, University of Rochester
2Google Inc.

{hedayati,agravani,ejohns48,criswell,scott}@cs.rochester.edu
{kshen,mikemarty}@google.com

August 2018

Abstract

As network, I/O, accelerator, and NVM devices capable of a million operations per second make their way into data centers, the software stack managing such devices has been shifting from implementations within the operating system kernel to more specialized kernel-bypass approaches. While the in-kernel approach guarantees both safety and fairness, it imposes too much overhead on microsecond-scale tasks. Kernel-bypass approaches improve throughput substantially but sacrifice safety and complicate resource management: if applications are mutually untrusting, then either each application must have exclusive access to its own device or else the device itself must implement resource management.

This paper shows how to attain both safety and performance via intra-process isolation for multiple data plane libraries. Our protected libraries provide separate user-level protection domains for different services (e.g., network and in-memory database), with performance approaching that of unprotected kernel bypass. We explore two concrete implementations of protected libraries. The first uses Intel’s VM functions (VMFUNC) mechanism to switch between pre-established address spaces without entering the kernel. The second uses the mechanism of memory protection keys (Intel’s PKU) to change the permissions associated with subsets of a single address space.

We show that these approaches can efficiently protect high-throughput in-memory databases and user-space network stacks. The PKU approach incurs less than 10% protection cost at up to 2.3 million library switches per second per core. The VMFUNC approach is more expensive, but, it eliminates the need to inspect program binaries and offers stronger protection against speculative side-channel data leaks. Both approaches significantly outperform kernel-level protection or system call switching of user-level address spaces.

1. Introduction

A principal task of an operating system is to multiplex hardware resources, making them accessible to multiple user-level applications, and to arbitrate use of those resources to satisfy system-wide performance and fairness goals. User/kernel isolation enables the OS to enforce its resource management decisions in the face of untrusted and potentially malicious applications. In recent years, however, developers have begun to move I/O management into user space for the sake of higher performance, specialization, and rapid development. This strategy is often referred to as kernel-bypass I/O. DPDK [20] and mTCP [25] move packet processing and transport layer processing into user space; SPDK [21] does the same for direct access to fast storage devices like Optane SSDs [17]. Accelerators like Google’s TPU [26] and Nvidia’s GPUs [34] also rely on kernel-bypass software stacks for low-latency hardware access and rapid evolution of drivers.

The trend toward kernel bypass has enabled significant improvements in device throughput and latency [3,38,39]. These gains, however, have typically come at the cost of granting an application exclusive access to a device, trusting other users of the device, or relying on the existence of a hardware-level arbitrator that virtualizes or partitions the device (e.g., SR-IOV [22]). Unfortunately, device-level resource isolation is not always available or it lacks the policy flexibility of OS-level resource containers.

The looming widespread availability of byte-addressable non-volatile memory (NVM) DIMMs [42] brings new challenges towards coordinating the use of shared data without mediation by OS-level file system reads and writes [36]. Virtual memory alone provides insufficient protection from memory safety errors, and relying on kernel-implementation mechanisms throws away the performance potential of loads and stores directly to persistent memory.

One can, of course, implement protection domains within an address space using a trusted compiler with static [16] or dynamic [51] checking. The static approach, however,
requires a type-safe language, and is thus incompatible with many existing applications. The dynamic approach incurs overhead that is significant even in the simplest cases (e.g., when checking pointers against a single boundary address), and rises steeply for more complex address space layouts.

What we desire is a mechanism that is compatible with existing applications (i.e., by re-linking I/O libraries), provides fast transitions into and out of protected library routines, imposes little or no cost on ordinary code, and can accommodate domains with relatively complicated address space layouts (multiple protected code and data segments). Toward that end, this paper proposes Janus, a mechanism for low-overhead intra-process isolation. Janus relies on library boundaries to define protection domains. It allows multiple mutually distrusting libraries to load into the same address space and provides different “views” of the address space (both code and data) to the main application and to each library. Janus employs the standard function call/return interface, but interposes a trampoline routine on each library call, allowing an application to safely change its view of the address space to acquire access to a protected resource—but only when executing target code that has such rights.

Janus enables instances of a protected library in multiple applications to coordinate accesses to shared resources. Instances of a network library, for example, might provide fast, user-level access to a NIC while enforcing rate-limiting policies that require coordination among otherwise uncoordinated and mutually distrusting applications.

We describe two concrete implementations of Janus for Intel processors, one based on the Extended Page Table (EPT) switching VM function (VMFUNC) mechanism, the other based on memory protection keys, which Intel calls PKU (Protection Keys for Userspace). Both implementations support mutually distrusting protected libraries, allowing an application to use several high-performance libraries safely and concurrently. The PKU approach offers better performance, but requires trusted inspection of the full program binary and, in some cases, a modest amount of binary rewriting. The VMFUNC approach, while slower, avoids these limitations and offers stronger protection against speculative side-channel data leaks. Both implementations require modification to threading and signal handling, but neither requires a trusted compiler or significant changes to application source code.

In summary,

- We introduce a mechanism, Janus, to isolate fast data-plane libraries from both the calling application and each other.
- We present two concrete implementations of Janus for current Intel processors—one based on VMFUNC, the other on a novel use of memory protection keys.
- We quantify the performance benefits of Janus on real-world applications with respect to both unprotected kernel bypass and isolation based on a kernel-mediated page table switch.
- We explore the implications of our implementations for speculative side-channel data leaks.

The following section describes in more detail the problem addressed by protected libraries, including the threats against which we protect, the assumptions we make about library code, the capabilities we provide to libraries, and the system components (signal interface, thread package, operating system kernel) that must be modified to ensure isolation. Section 3 then describes our candidate implementations. We evaluate the performance of these implementations in Section 4 using microbenchmarks, the Silo in-memory database [45], the DPDK data-plane library package [20], and the Redis [40] NoSQL server. Section 5 discusses related work. Section 6 summarizes our conclusions.

2. Protected Libraries

Our goal is to develop a protected library mechanism that partitions an application into multiple domains of executable code, where each domain may see a different view of the process’s address space. That is, each domain can be granted access rights to some parts of the address space and denied rights to other parts. Each domain has private stacks and possibly a private heap, but also shares access to some pages, allowing efficient communication with other domains. Domain transitions follow the calling conventions of the architecture. Behind the scenes, however, each transition must move between domains. We therefore invoke the entry points of protected libraries using trampoline routines, which switch to the domain’s address space view, switch stacks, and set up arguments to maintain calling conventions. Trampolines also ensure that returning from a protected library switches back to the caller’s domain.

2.1. Threat Model

In Janus, an untrusted application uses protected libraries to access protected resources. A resource might comprise ordinary memory, non-volatile memory, or a memory-mapped device. An unmodified application, by default, shares its entire memory space with a (trusted) protected library, but the library shares only the trampoline code needed for cross-domain calls. If it wishes, a (slightly modified) application can choose to share only protected buffers with the library. Figure 1 shows an example with a user-space network library and a userspace storage library. The storage library has default access to the application; the network library has been given access only to shared buffers. We assume that applications may be multi-threaded and that library entry points may accept pointers to callback functions. Consequently, protected libraries must be multi-thread safe and re-entrant.

In the terminology of Saltzer and Schroeder [41], each protected library provides a protected subsystem that encapsulates a protected resource. A protected library is trusted to enforce security and resource management policies for the protected resources it manages but is otherwise untrusted. We further assume that the hardware and the operating system kernel are within the Trusted Computing Base (TCB) (the part of the system that must be implemented correctly for security policies
to be properly enforced) and are correctly implemented. The application and other untrusted libraries are outside the TCB: they are not trusted to read or write protected library memory.

In this work we are primarily interested in preserving the integrity and confidentiality of protected memory and devices from direct memory reads and writes. Ideally, we may also wish to prevent leaks of protected data via speculative side-channel attacks [28] launched by other domains.

The attacker controls the application and untrusted libraries and can add arbitrary native code to the application and to untrusted libraries. We assume that the attacker cannot gain direct access to the data within a protected library’s memory via the library’s own API. We must consider the possibility, however, that the attacker may attempt to:

- Gain access to protected memory by changing virtual to physical mappings using system calls like mmap.
- Modify, from a compromised thread, local variables or return addresses in the stack of a thread that is running in the library.
- Subvert the loading mechanism so that a different library has access to protected memory.
- Install malicious signal handlers and then arrange for a signal to be delivered while the library is running.

We consider these issues in turn in the following subsections.

### 2.2. Virtual Address Space Integrity

In a standard Linux system, a process can change the page permissions of its own memory with the mprotect system call, and change the mappings between virtual and physical addresses with the mmap system call. For any given protected library $L$, we must prevent address space changes, when requested by code outside of $L$, from making $L$’s code or data accessible to the application or to another library.

This is the easiest vulnerability to address. We assume that the static and dynamic loaders are part of the trusted computing base. When asked to load a protected library, they inform the operating system of the virtual addresses used by the protected library’s code and data. On any subsequent call to mprotect, mmap, etc., the kernel checks to see what portion of the address space is being modified and what portion contains the syscall instruction. It denies requests to change the mappings or permissions of protected library space unless the request is made from the code of the library itself.

### 2.3. Local Variables and Protected Stack

To protect the confidentiality and integrity of its data, each protected library owns memory that other protected libraries and the application cannot read, write, or execute. Within that memory, the protected library owns its code, global variables, and heap. It also contains a private stack to store return addresses and local variables. Since we support multithreaded applications, each protected library must contain a separate stack for each thread. Thus, when an application creates a new thread, we must create a new stack for each of the domains in the application. We envision embedding this logic within the threading library (e.g., pthreads) so that application developers do not need to explicitly modify any application code.

When an application calls a function within a protected library, trampoline code accessible to the application must switch the protection domain so that the target function executes in the library’s protection domain and can access its protected code and data. The trampoline must then switch the stack pointer to the stack for the appropriate library and thread. Section 3 describes the design of our trampolines for each intra-process isolation mechanism in more detail.

If the protected library invokes a callback function within the application, it will also use trampoline code to switch back to the application’s domain and back to the application’s stack.

Switching stacks can be challenging when the source or target distrusts the other. Previous work addressed this issue either by going through a trusted domain like the kernel to save and restore the stacks [32] or by not supporting mutually distrusting domains [49]. While we could employ a trusted trampoline domain, such an implementation would double the overhead of transitions by changing the view first to the trampoline domain and then to the target domain. We address this challenge by first saving the state of the source domain (i.e., rsp, fs, etc.) in a domain status page accessible only in the source domain, then switching the address space view to the target domain, and finally restoring the state of the target domain from a domain status page accessible only to the target. Note that domain status pages are per-thread entities.

Unfortunately, in the absence of trust, we need to access domain status pages without relying on registers such as fs (used for thread local storage). We can address this issue by arranging for the kernel to support a fast (vDSO-style) gettid call to acquire the current thread ID. The kernel will maintain a list (readable, but not writable in user space) of currently running thread IDs for all CPU cores. The fast gettid will perform a vDSO getcpu lookup and use the result to find the thread ID. This enables trampoline code to access thread-local
storage without relying on fs or performing a system call.

2.4. Program Loading

Janus employs a trusted loader, running as root, to start up any application that uses one or more protected libraries. The trusted loader first maps all protected libraries into the virtual address space using the mmap system call. It then calls an initialization function within each protected library. In this initialization code, a library can open and map the device files it needs so that it has direct read/write access to a device’s memory-mapped I/O registers or to a region of persistent or shared memory. This initialization code will also allocate the first stack, initialize the heap, and call constructor functions (e.g., for C++ global variables) for the protected library.

Once all protected libraries are initialized, the trusted loader uses a system call to inform the kernel of where it has loaded each protected library. This allows the kernel to enforce restrictions on system calls that configure the virtual address space (as Section 2.2 describes). The trusted loader then loads the application code and all other pre-loaded dynamic libraries. If inspection or modification of this code is required (as in the PKU-based version of Janus that we introduce in Sec. 3.3), the loader performs it now; the kernel arranges to perform similar inspection and modification on any additional libraries that are loaded on demand and on any other pages for which the execute permission is enabled during execution. Finally, the trusted loader drops root privileges using the setresuid system call, runs the constructor functions of the application, and then transfers control to the application’s main routine.

2.5. Signal Handlers

To support unmodified applications, Janus must address asynchronous event delivery via signals [5]. Signal handlers pose two threats. First, as signals can arrive at any time, the kernel may execute a signal handler while trampoline or protected library code is executing. This might allow malicious code to register one of its functions as a signal handler and then arrange for a signal to be sent to itself while execution is in some library’s protection domain. We therefore modify the kernel’s signal-handling code so that it switches to the application’s domain before executing signal handlers and then back to the previously executing domain when signal handlers return.

In conjunction with the change of domain, the kernel arranges for the handler to execute on the appropriate stack for the thread and domain. It keeps track of these stacks in domain status pages (mentioned in Section 2.3), tracking not only the mapping from (thread, domain) pairs to stacks, but also the order in which to return in the case of nested signals (whose handlers, of course, may make calls into protected libraries).

A second threat stems from the convention of saving the state of the interrupted program on the stack on which the handler executes. Naively, this convention might allow an (unprotected) handler to examine register values (including the program counter) from a protected library, and to modify application data and control flow by changing their saved values [4]. In a similar vein, a malicious application might call sigreturn with corrupted state on the user-space stack to resume execution in the middle of protected library code [4].

To address this threat, we modify the kernel’s signal-handling code to save interrupted program state in kernel memory instead of on the user-space stack (this approach has also been used in previous work [8, 9]). State is saved in stack order to ensure correct restoration in the presence of nested signals. Dummy state saved on the user-space stack provides backwards compatibility with existing code. This design breaks applications that intentionally modify state saved on the stack during signal handler dispatch, but we believe such applications to be rare.

Our design does not permit signal handlers to register for execution in a protected domain. We deemed such functionality as low priority because none of the privileged library use cases and examples we evaluated need signal handling. Nonetheless, if it were required, the kernel’s signal handler registration API could be extended to allow a protected library to request that a handler should execute in the library’s domain. Since the kernel knows the locations of all protected library code segments in memory (see Section 2.4), it could confirm whether the request was made from trusted library code and allow or deny the registration accordingly.

3. Fast Memory Isolation

In this section we present two implementations of memory isolation for Janus. The first implementation, Janus-VMFUNC, is described in Section 3.2. It relies on separate page tables for each domain, and switches between them using Intel’s VM Function (VMFUNC) mechanism, in a manner reminiscent of the CrossOver [30] and SeCage [33] systems. The second implementation, Janus-PKU, is described in Section 3.3. It uses memory protection keys to provide different access rights in the same page table. In the process of writing this paper, we discovered that the ERIM project [49] has concurrently explored a similar use of PKU. We discuss related work in more detail in Section 5.

We also describe (in Section 3.1) a more straightforward implementation that uses system calls to change the page table root pointer. Both the syscall-based system and Janus-VMFUNC rely on context identifier tags (Intel’s PCID and EP4TA, respectively) to avoid the need to flush the translation lookaside buffer (TLB) when changing domains.

In an attempt to capture intuition, we speak of the domains of an application as having different “views” of a single address space. That is, conceptually, the application has a single set of virtual-to-physical mappings within which we adjust permissions on individual pages. In actuality, Janus-VMFUNC and the syscall-based system use separate page table root pointers for separate views.
3.1. Page Table Switching via Syscalls

A straightforward way to implement protected libraries is to employ a separate page table for each domain and to use a system call to change page tables. Protected pages appear only in the tables of the corresponding domains; unprotected application pages and trampoline pages appear in all. A new system call serves to change the page table root pointer (register CR3 on Intel machines), if and only if the requesting syscall instruction lies in the appropriate (previously registered) trampoline.

Assuming kernel page table isolation (KPTI) [13], every system call changes CR3 on entry to the kernel. Our new syscall simply arranges (after appropriate checks) to restore the target domain’s root pointer, rather than that of the calling domain, when returning to user space. This limits the overhead to only slightly more than that of a no-op system call. There may also be a rise in TLB pressure for certain applications, given that some pages will appear in the TLB more than once, with separate context tags. On hardware that has such tags, however, there is no need to flush the TLB as part of a domain switch. As a separate issue, sysscalls like munmap, together with the TLB shootdown mechanism, must be modified to remove a mapping under all applicable context tags.

In this approach, each domain of an application has a separate page table root pointer. Fortunately, the content of the tables is largely overlapping (generic heap, vDSO, kernel translations, etc.). We use a separate first-level page for each table, but most of the lower level pages are physically shared. This approach simplifies entry manipulation and minimizes memory footprint.

3.2. Janus-VMFUNC

Beginning with its Nehalem generation of processors, Intel has provided extended page tables for virtualized environments. The traditional page table of a guest OS translates from “guest virtual” to “guest physical” addresses; the extended (second-level) page table translates from guest physical to (host) physical addresses. In the subsequent Haswell generation, Intel introduced a VM Function (VMFUNC) mechanism for fast invocation of hypervisor functions in a paravirtualized guest. The mechanism allows a guest to pre-register a set of second-level page tables and provides a (non-privileged) instruction to switch among them.

Janus-VMFUNC leverages this mechanism by setting up a degenerate traditional page table that implements the identity function (with all types of access allowed) and employing a separate extended page table—analogous to the ordinary page tables of the syscall-based system—for each protection domain. An application can then switch among views with no kernel involvement. Compared to a kernel-based approach (as in Section 3.1) that uses trusted kernel code to check that a domain switch is permissible, a new challenge in this approach is that we must fold the permission check into the VMFUNC instruction itself. We do so by placing the trampolines of a given library in their own page(s) and making those the only pages that are executable in the domains of both the main application and the library. A VMFUNC instruction that attempts to switch to the library’s domain but lies anywhere other than an appropriate trampoline page will find the next instruction non-executable, resulting in a fault.

While the serialization overhead of an address-space-changing instruction appears to be inevitable (absent major architectural changes—e.g., CODOMs [50] and CHERI [53], which themselves impose new overheads), VMFUNC allows us to avoid the need for a system call when switching domains. As we shall see in Section 4, this cuts the cost of a switch by more than 50%.

Listing 1 (including the parts to the left of the vertical lines) shows the trampoline code for Janus-VMFUNC. Line 2 saves the stack pointer of the source domain to the source domain’s status page. As Section 2 describes, this step allows the trampoline to restore the stack when returning from the protected library; it also supports callback functions. Line 7 sets eax to zero, indicating that an extended page table switch is desired. Line 8 sets ecx to the index (in a pre-approved table) of the domain to which to switch; line 9 effects the switch itself. Line 15 loads the stack pointer of the target domain from the target domain’s status page into rsp; this is possible since VMFUNC has just enabled access to the private data of the target domain. At this point, the trampoline transfers control to a function in the target domain. Once the function returns, the trampoline saves the stack pointer of the target domain in its status page (line 20); it then resets the extended page table to the source domain (lines 26–28). Finally, it loads the source domain stack pointer from the source’s status page into rsp (line 34) and resumes execution (line 35).

As a starting code base, our Janus-VMFUNC implementation uses the Dune system of Belay et al. [2], with the application running in ring 3 of VMX non-root. It is notable that running in virtualized (VMX) mode, with 2-level address translation, imposes additional overheads that are, in principle, unneeded. Most system calls, which must be handled by the operating system, incur the cost of a VM exit that is significantly more expensive than a (nonvirtualized) syscall. TLB refill costs increase as well, due to 2-level translation.

We ideally want a hardware mechanism that allows a non-privileged instruction to switch among pre-approved page table root pointers without the need for virtualization. In the meantime, optimizations are available to mitigate the cost. First, we use huge pages to reduce the first-level (identity-function) page tables from four levels to two, eliminating half the extra cost of a VMX TLB fill. Second, it should be possible (not yet implemented) to mix the use of virtualized and non-virtualized threads within a single application. Threads running in VMX mode will experience faster protected library calls but slower system calls; those running natively will have to use syscall-based page-table switching for library calls, but will see native costs for system calls and signals.
3.3. Janus-PKU

In its Skylake generation of processors, Intel introduced a mechanism it calls memory protection keys for userspace (PKU). (Similar mechanisms have appeared in previous architectures from several other vendors.) While PKU is intended mainly as a memory safety enhancement (e.g., as a means of reducing vulnerability to stray-pointer bugs), we have realized that it can, with care, be used for protected libraries as well. Researchers at the Max Planck Institute have come to a similar conclusion concurrently [49].

PKU [19] employs previously unused bits in each page table entry to assign a four-bit protection key to every page, allowing that page to be associated with one of 16 potential sets of access restrictions. A new 32-bit \texttt{pkru} register, writable in user space, then specifies which rights (read and/or write) should be restricted for each of the 16 key values. On every user-mode data access, the processor checks access rights in the TLB or page table as usual, then drops any rights that are found to be restricted for the PTE’s key value. Since protection keys have no impact on instruction fetches (executability) and make no changes to page tables or TLB entries, the \texttt{WRPKRU} instruction, which changes the \texttt{pkru} register, does not have to serialize the pipeline, and can execute very quickly.

Janus-PKU is based on protection keys. If we think of a protection domain as comprising a subset of the application’s address space and we plot those subsets as a Venn diagram, we can assign a protection key to each separate region of the diagram and associate with each domain a \texttt{pkru} value that disables access rights for regions outside its subset of the address space. In Figure 2, the main application would disable access to regions D, and E; library 1 would disable access to regions A, C, and E; library 2 would disable access to regions A, B, and D. Note that these conventions assign disjoint views to libraries 1 and 2.

Listing 1 (including the parts to the right of the vertical lines) shows the trampoline code for Janus-PKU. Lines 6 and 7 set registers \texttt{ecx} and \texttt{edx} to zero; this is a required precondition of the \texttt{WRPKRU} instruction. Line 8 initializes \texttt{eax} with the appropriate set of restrictions for the domain to which the trampoline is transitioning; line 9 sets the \texttt{pkru} register to the content of \texttt{eax}. The latter change simultaneously disables the view of the source domain and enables the view of the target domain. The subsequent comparison (line 30) verifies that the expected permissions have been set, thereby avoiding an attack in which a domain puts overly generous permissions into \texttt{eax} and then jumps on top of the \texttt{WRPKRU} instruction. Once the target function has returned and we have saved the stack pointer of the target domain (line 20), the trampoline resets the \texttt{pkru} register to the restrictions of the source domain (lines 25–28), and returns as in Janus-VMFUNC.

Since the processor allows user-mode code to execute the \texttt{WRPKRU} instruction, we have to worry about the possibility that a malicious application may execute a \texttt{WRPKRU} to attain access to a protected library’s memory. To prevent this, we currently restrict the application from using the instruction anywhere other than trampoline routines. The trusted loader can scan the application code to ensure that it does not contain any \texttt{WRPKRU} instructions. It is possible, of course, that some sequence of bytes within an instruction, or spanning a sequence of instructions, might contain the bits encoding \texttt{WRPKRU}. In this case, we must edit the binary to replace the instructions containing these bytes with a different but functionally equivalent sequence. Vahldiek et al. confirm by exhaustive analysis that this is always possible [49]. They also note that one could, in principle, allow applications to use protection keys for other purposes, provided that each \texttt{WRPKRU} was followed by an instruction sequence to halt the program if memory of
any protected library had been made accessible.

3.4. Spectre Attacks

A malicious program can attempt to use speculative execution attacks [27, 28, 31], commonly known as Spectre attacks, to steal information from protected libraries. The United States Computer Emergency Response Team (US-CERT) identifies the following four types of speculation attacks [47, 48]:

1. **Bounds Check Bypass.** A Spectre bounds check bypass causes the processor to speculatively execute instructions that read or write data outside the bounds of a memory object even if the victim program has proper bounds checking code [27, 28]. The attack may speculatively load secret data into a processor register which is then leaked to the attacker via a side channel [18, 28], or it may speculatively forward the result of a store to a younger, speculative load, enabling more sophisticated attacks such as speculative Return Oriented Programming (ROP) [27].

2. **Branch Target Injection.** Branch target buffers allow the processor to fetch and execute instructions speculatively while the target of an indirect branch is being computed. An attacker may train the branch target buffer to jump to a desired location and speculatively execute code that leaks confidential victim data [23, 28].

3. **Rogue Data Cache Load.** Meltdown attacks [31] leverage the fact that a processor checks page table permissions lazily right before an instruction retires. Consequently, a load can read data from any memory location into a CPU register and then leak that data via a side-channel before the processor determines that the page table permissions disallow the load and squash the instruction. This opens a window for attackers to speculatively read privileged memory through user-mode accesses.

Meltdown [31] impacts user/kernel isolation and therefore is out of scope for Janus. However, a similar attack, Read-Only Protection Bypass [27], allows an attacker to bypass the Read/Write permission checks on a page table entry, speculatively storing to read-only data and thwarting isolation between domains. Similarly, we can envision a PKU Protection Bypass attack. Suppose that protection domain A attempts to load from an address x belonging to domain B. While the TLB entry that maps x has a protection key that makes x inaccessible to domain A, the processor performs the page permission check late in the pipeline [27, 31]. Domain A may thus speculatively load x into a processor register and leak it via the cache before the processor checks the protection key information in the TLB entry.

4. **Speculative Store Bypass.** Memory disambiguation predictors allow the processor to load data speculatively from an address to which a preceding store has yet to complete. An attacker can exploit this feature to speculatively load stale data into a processor register and leak it via side channels [27].

While our threat model (Section 2.1) excludes speculative side-channel attacks, our trampoline code should not introduce new Spectre vulnerabilities; doing so would hamper defenses against Spectre attacks that protected libraries may employ.

Both the Janus-VMFUNC and Janus-PKU trampolines are immune to bounds check bypass attacks and branch target injection attacks. Neither trampoline has a conditional or an indirect branch that an attacker can control by poisoning the branch predictors or branch target buffers. Likewise, neither trampoline computes an address to read or write based on untrusted input from the source or target domain. The Janus-VMFUNC trampoline is resistant to rogue data cache loads because TLB entries for data in mutually distrusting domains are cached with different tags in the TLB. In contrast, Janus-PKU is vulnerable to both the Read-Only Protection Bypass and PKU Protection Bypass attacks because the read/write permissions and protection key bits are part of the TLB access permissions which the processor may check late in the processor pipeline. Fortunately, hardware updates in future Intel processors [24] should mitigate these attacks against Janus-PKU.

Finally, both the Janus-VMFUNC and Janus-PKU trampolines prevent Speculative Store Bypass attacks. The VMFUNC instruction is a serializing instruction [19], so no loads in the target domain can commence until the VMFUNC instruction has retired. The Janus-PKU trampoline executes an LFENCE instruction after switching the view between domains (listing 1, lines 10 and 29). The LFENCE enforces an ordering on instructions; no instruction following an LFENCE can execute, even speculatively, until all instructions preceding it have completed locally [24]. As a result, an attacker that launches a Speculative Store Bypass attack in one domain cannot corrupt addresses exclusively available to a different domain.

The different memory isolation mechanisms also affect the level of risk posed by Spectre attacks to libraries protected by Janus. As Section 4.5 explains, users may want to make different performance tradeoffs if they want stronger protections against Spectre attacks. Neither Janus-VMFUNC nor Janus-PKU mitigate bounds check bypass, branch target injection, and speculative store bypass attacks against protected library code. Libraries protected by Janus-VMFUNC are resilient to rogue data cache load attacks since TLB entries for data in mutually distrusting domains are cached with different tags in the TLB. Libraries protected by Janus-PKU are vulnerable to Read-Only Protection Bypass and PKU Protection Bypass attacks just like the Janus-PKU trampoline but, again, we expect future Intel processors to mitigate such attacks [24].

4. Evaluation

We evaluate Janus using microbenchmarks and three real-world applications in which we isolate a high-throughput data-plane library or in-memory database from the rest of the application. We run our microbenchmarks and in-memory database experiments on a Dell PowerEdge R640 server with two Intel Xeon Silver 4114 (Skylake) 2.20 GHz CPUs with 10 cores.
each and 16 GB of main memory. Our network experiments are conducted on Dell PowerEdge R640 servers equipped with two Intel Xeon E5-2630 v3 (Haswell) 2.40 GHz CPUs with 8 cores each and 64 GB of main memory. These machines are connected back-to-back through dual-port Mellanox ConnectX3-Pro 40 Gbps Host Channel Adapters (HCAs) to isolate their connection. All servers are running Fedora Linux using a 4.15 kernel with our modifications (except for baseline experiments, which use an unmodified kernel). All machines have hyper-threading and TurboBoost enabled.

We emulate the overhead of PKU on Haswell machines in a manner similar to other recent work [29, 49]. We verified the overhead of our emulation by comparing it with the PKU transition cost on the Skylake machine.

Graphs in this section are labeled as follows:
- unprotected: baseline system without Janus—kernel bypass with no intra-process isolation.
- ptsw: isolation via syscall-initiated page table switching, as described in Section 3.1.
- vmfunc: Janus-VMFUNC, as described in Section 3.2.
- pku: Janus-PKU, as described in Section 3.3.

Unless otherwise noted (and shown in legends with -nopti) experiments were conducted with kernel page-table isolation enabled for Meltdown mitigation [13]. We ran all experiments 10 times and report the arithmetic mean. We indicate 95% confidence intervals in all cases, but these are often so narrow as to be illegible in the bar graphs.

### 4.1. Benchmarks

We use microbenchmarks to measure the overhead of relevant instructions and basic operations as well as the latency of different implementations of Janus on the Skylake machine, which supports PKU. We also implement a no-op system call and a no-op VM call and measure their latencies. We use rdtscp with proper serialization [37] to measure the overhead of 1 million executions (again, computing the arithmetic mean across 10 runs).

Table 1 shows the calculated overhead of a single instance of each operation. The latency of writing to the cr3 register impacts the syscall-based version of Janus; the latency of VMFUNC and WRPKRU impact the two preferred implementations. The cost of entering and leaving the kernel also impacts the syscall-based version; this cost itself depends on whether KPTI [13] is enabled. System calls in the virtualized environment, necessary for Janus-VMFUNC, would experience the overhead of VM calls.

For reference (and to put the overheads in perspective with respect to approaches like light-weight contexts (lwC) [32] which use processes to isolate domains), we also measured the cost of a context switch caused by a semaphore and of a user-space context switch using POSIX getcontext and setcontext.

Figure 3 compares the transition time from one domain to another (and back again) using our different implementations. Additionally, we measured the cost of switching stacks without providing isolation as it contributes a small amount to all implementations of Janus. To do this, we removed the code in Listing 1 that changes domain and calls the protected library function. Figure 3 denotes the average stack switch time as stacksw. We also measured the cost of page table switching with kernel page-table isolation disabled; Figure 3 denotes this as ptsw-nopti.

Among the implementations of isolation, Janus-PKU has the lowest transition cost, followed by Janus-VMFUNC. This matches the results in Table 1: changing the pkr u register costs much less than using vmfunc. The two required system calls dominate the cost of the page table switching implementations. Relative to ptsw-nopti, kernel page Table 1: Latency of Basic Operations

<table>
<thead>
<tr>
<th>Instruction or Operation</th>
<th>Cycles ± 95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>write to cr3 with CR3_NOFLUSH</td>
<td>186 ± 9</td>
</tr>
<tr>
<td>vmfunc</td>
<td>109 ± 1</td>
</tr>
<tr>
<td>wrpkru</td>
<td>26 ± 2</td>
</tr>
<tr>
<td>no-op system call w/ KPTI</td>
<td>433 ± 12</td>
</tr>
<tr>
<td>no-op system call w/o KPTI</td>
<td>96 ± 2</td>
</tr>
<tr>
<td>no-op VM call</td>
<td>1694 ± 131</td>
</tr>
<tr>
<td>user-space context switch</td>
<td>748 ± 8</td>
</tr>
<tr>
<td>process context switch using semaphore</td>
<td>4426 ± 41</td>
</tr>
</tbody>
</table>


* ± half the width of the 95% confidence interval

Figure 3: Transition Microbenchmarks.

Silo [45] is a scalable in-memory database which uses optimistic concurrency control and periodically updated epochs to provide the same guarantees as a serializable database without the scalability bottlenecks. It is implemented as a library linked to the benchmark. Each benchmark thread issues transactions (of YCSB [7] or TPC-C [44] workloads) in a loop. In the experiments here, we identify the main Silo library as a separate domain whose pages are protected from the benchmark driver. The benchmark calls (trampolines of) library
routines to perform transactions (one domain transition per transaction). All data and metadata reside in memory, and the workload is CPU intensive.

Figure 4 shows the overhead of isolation for the YCSB [7] and TPC-C [44] workloads on the Skylake machine. Both use the synchronous database API in Silo, precluding batching and necessitating a very high switching rate. Both workloads were run with 20 threads.

YCSB [7] is a key-value benchmark with tiny transactions. We first fill the database with 1 million records and then we run a workload with an 80/20 read/write mix. The unmodified Silo reaches 2.27 million transactions per second on each core. Janus incurs 54%, 27%, and 9.85% overhead in the PT-Switch, VMFUNC, and PKU implementations, respectively.

TPC-C [44] is a relational database benchmark with significantly larger transactions compared to YCSB [7]. As a result, the maximum number of transaction per second is reduced to around 600,000 per core on unmodified Silo. With a lower rate of library transitions, the overhead of Janus drops to 4.66%, 13.6%, and 1.5% for the PT-Switch, VMFUNC, and PKU implementations, respectively. While Janus-VMFUNC incurs the largest overhead in this experiment, we discovered that 12% of that overhead is due to running inside a VM. We suspect that is caused by frequent use of nanosleep system call in the benchmark’s epoch-based garbage collector. While we have not attempted to modify applications to remove system calls (or to replace them with equivalent functionalities that don’t cause VM exits), we believe that such a change would be straightforward in this case.

4.3. DPDK TestPMD

Intel’s Data Plane Development Kit (DPDK) [20] is a set of data-plane libraries that implement kernel bypass, polling drivers, and a fast packet processing framework. Packet processing applications can link against one or more of the DPDK libraries and use them to access network devices directly. In this section, we evaluate the performance of Janus with a packet-forwarding application, testpmd, distributed for performance testing as a part of DPDK. Running on the Haswell machines with dual-port Mellanox ConnectX-3 HCAs, this benchmark receives raw 1500-byte packets from one port of the HCA and forwards them directly to another port without accessing packet contents. We connect two hosts back-to-back to create an endless forwarding of packets in an isolated network. We separate the packet-forwarding logic from the DPDK library using Janus.

Figure 5 shows the effect of Janus on testpmd throughput with different thread counts and batching degrees (packets per library call/domain transition). We report throughput in packets forwarded per second as measured by testpmd. As a worst-case scenario for Janus overhead, we configure the benchmark to use only a single thread and to forward packets one-by-one without batching. (Such a configuration would not be common in practice.) The unmodified DPDK in this setting can forward more than 720,000 packets per second, and the overhead of Janus is less than 25% with VMFUNC and 7% with PKU. As we increase the batch size (Fig. 5(a) v. (b)), the number of processed packets per transition increases and the overhead of switching becomes a smaller part of overall run time. As we provide more threads and therefore more CPU ((b) v. (c)), performance of all approaches improves but the gaps decrease since the abundance of CPU resources makes the network line rate the new throughput limiter.

4.4. Redis on DPDK

Redis [40] is a NoSQL store that serves read requests from an in-memory data-structure. Redis can also store data on persistent secondary storage using snapshots; we disabled this functionality in our experiments to avoid the overhead of system calls. The Redis server uses TCP to receive requests from clients. In our set-up, we use a user-space network stack called F-Stack [43] on top of the DPDK packet processing framework and driver to provide connections to Redis clients. We use Janus to isolate the network and packet processing stack from the Redis data store logic—i.e., both F-Stack and DPDK run within the same protection domain. We run YCSB [7] on a remote client to benchmark the server configuration. Both the YCSB client and the Redis server are running on the Haswell
We then ran a YCSB workload [7] with a 95%/5% read/write VMFUNC, and PKU implementations of Janus reduce the (and verification) that the application contains no WRPKRU (Figs. 5(a)–(b), 6). These differences must be considered together with the issues of generality and confidentiality when applying Janus in a particular environment.

The preceding subsections reveal significant performance differences among our three implementations of Janus: syscall-based page table switching, Janus-VMFUNC, and Janus-PKU. These differences must be considered together with the issues of generality and confidentiality when applying Janus in a particular environment.

The overhead of Janus-PKU is very low, even at millions of domain switches per second (Fig. 4(a)). Janus-VMFUNC has higher overhead but is still significantly faster than page table switching in most cases. With a lower number of transitions per second (Figs. 4(b), 6), possibly effected via batching or multiple worker threads (Fig. 5(b)–(c)), the advantage of PKU over VMFUNC diminishes substantially. In any case, both Janus-VMFUNC and Janus-PKU remain considerably faster than syscall-based page table switching in most cases (Figs. 5(a)–(b), 6).

A significant limitation of Janus-PKU is its assumption (and verification) that the application contains no WRPKRU instructions that would make protected memory accessible outside the corresponding library. Current Intel hardware, moreover, supports only 16 distinct memory keys. The need for a separate key for each of the regions of the “protection domain Venn diagram” (e.g., Fig. 2) thus limits us to no more than 7 protected libraries in any given application—fewer if they wish to make direct calls to one another.

Janus-VMFUNC has no similar limitations on generality. There are 512 distinct function codes on current Intel machines, and a VM that uses some of these for its own purposes is still compatible with Janus-VMFUNC. As discussed in Section 3.2, however, Janus-VMFUNC does require that the application run inside a virtual machine. This restriction imposes significant cost on system calls elsewhere in the application, which (unless they are moved to a thread outside the VM) now incur the latency of a VM exit; we see the impact of this latency in Figure 4(b). Ideally, we would like to see support on future hardware for a VMFUNC-like mechanism that allows a non-privileged instruction to switch among pre-approved page table root pointers without the need for virtualization.

For users eager to mitigate speculative side-channel attacks, Janus-PKU is problematic on current hardware as the trampoline fails to mitigate Meltdown-style attacks [27, 31] against protected library code. Janus-VMFUNC does mitigate such attacks, providing stronger confidentiality.

5. Related Work

There are three areas of related work: fast I/O systems that move device and resource management into user space, methods of isolating software components sharing the same virtual address space, and systems that impose security policies on operating system kernels and hypervisors from which we draw inspiration for parts of Janus’s design.

5.1. Fast I/O Systems

Existing kernel-bypassing solutions do not protect libraries from untrusted applications. Arrakis [38] uses a library OS without isolation in the same address space as the application and relies on device-level SR-IOV [22] support. Device-level resource isolation policies are often rigid, e.g., limited to simple partitioning. Janus protected libraries enable more powerful protection policies like proportional bandwidth sharing and even safe, concurrent accesses to the same data. IX [3] and ZygOS [39], both of which build on top of Dune [2], use virtualization to run their kernel-bypass stack in ring 0 of VMX non-root mode. While this design can be extended to provide Janus-like isolation, it is limited to only a single trusted domain and does not support multiple distrusting data-plane libraries within the same application, as Janus does.

Kernel-based high-throughput software stacks like MegaPipe [14] and StackMap [55] depend on aggressive batching to limit the protection domain switching frequency and costs. However, large I/O batching requires asynchronous programming models that are generally hard to employ and not always supported by library APIs. For example, in last section’s experiments, we were unable to batch over Silo database API [45] and F-Stack [43] send calls.
5.2. Intra-Process Isolation

There has been much previous work on intra-process isolation mechanisms. The method with least overhead is to write code in type-safe languages. Work in single address space operating systems such as Singularity [16] and Verve [54] shows that application and kernel code can execute safely within the same virtual address space. The disadvantage of such systems is that they require applications to be rewritten in type-safe languages. Janus, in contrast, supports existing fast I/O applications.

For type-unsafe code, approaches such as SFI [51] and XFI [46] employ either source- or binary-level instrumentation to guarantee that code cannot read or write outside of designated sections of the virtual address space. Load and store instrumentation either checks that the accessed address is within bounds or transforms out-of-bounds pointers to in-bounds pointers. SFI [51] incurs an average overhead of 17.6% for read-write protection and 4.3% overhead when only instrumenting writes. Janus works without sophisticated binary rewriting techniques and incurs less overhead than SFI by leveraging newer hardware support.

Hardware mechanisms can isolate code running within the same virtual address space. CODOMs [50] and CHERI [53] augment instructions with capabilities. Segmentation also provides intra-process isolation [41] by requiring code to possess a descriptor to address a particular section of memory. By restricting which descriptors are accessible to various code components, the operating system kernel can isolate untrusted components. Segmentation is supported in 32-bit but not 64-bit x86 systems [19]. ARM memory domains [12] are similar to Intel PKU [19] but are only available for 32-bit ARM processors, and memory domain permissions can only be modified in supervisor mode. Our work focuses on hardware support available in 64-bit x86 systems.

ERIM [49], developed concurrently to our work, uses protection keys like Janus to provide an isolated domain within a single virtual address space. Janus supports multi-threaded applications with multiple mutually distrusting libraries, which ERIM currently does not. Janus-PKU also addresses Speculative Store Bypass attacks [27] while ERIM does not, and we analyze the dangers of other speculation side-channel attacks on both Janus-VMFUNC and Janus-PKU.

Several operating system abstractions are similar to our work. Shreds [6] use ARM memory domains [12] to divide execution within a user-space thread. Each shred is a thread fragment with a private memory pool for storing secret data and sensitive code. Light-weight contexts (lwCs) [32] isolate units within an address space. Each lwC has its own virtual memory mappings, file descriptors, access rights and execution state. Secure Memory Views (SMV) [15] use per-thread page tables to enforce isolation while allowing sharing between threads. SMV does not support multiple domains within a thread. Shreds [6], lwCs [32], and SMVs [15] require a system call for domain transitions while Janus does not. Janus also works with unmodified applications.

MemSentry [29] uses EPT-switching VMFUNC, MPK and Intel MPX [19] to provide a single protected domain within a process. In contrast, Janus supports multiple distrusting components. SeCage [33] uses static and dynamic compiler analysis to decompose a monolithic program into different domains and uses EPT-switching VMFUNC to prevent memory disclosure attacks even when running on a compromised OS. Unlike SeCage, Janus relies on existing explicit library boundaries, alleviating the need for compiler analysis to extract components. Janus also does not execute the operating system kernel within a virtual machine; only the intended application executes within a virtual machine while all other applications run natively. Unlike SeCage [33], Janus does not protect applications from a malicious OS.

VMFUNC has been used for communication between components isolated at coarse granularity. High-throughput network function virtualization has used VMFUNC and EPT-switching to provide efficient communication between VMs hosting different network functions [35]. CrossOver [30] proposes a cross-world interaction mechanism that provides communications between VMs as well as different address spaces and privilege levels in or between VMs. It uses EPT-switching VMFUNCs to approximate the cost of cross-world interaction and suggests architectural changes to VMFUNC to allow such calls. While CrossOver can theoretically be used for intra-process isolation, the paper focuses on providing cross-world calls as a generic communication mechanism.

5.3. Operating System and Hypervisor Security

Janus utilizes lessons learned from previous work on enforcing security on OS kernels and hypervisors. Our mitigations for vulnerabilities in signal handler dispatch are based on KCoFI [8] which, like our system, avoids saving interrupted program state on the user-space stack to prevent corruption by signal handler code. Similarly, the design of the Janus-PKU trampoline is inspired by the Nested Kernel [11] trampoline code. Both Janus-PKU and Nested Kernel must check that the inputs to domain switching instructions are correct because neither system enforces control flow integrity [1]. Finally, Janus’s restrictions on mmap to enforce code segment integrity are similar to code segment integrity protections in Secure Virtual Architecture [10], HyperSafe [52], and Nested Kernel [11].

6. Conclusions

We have introduced Janus, an in-process isolation system for fast data-plane libraries. We presented two concrete implementations for current Intel processors—one based on VMFUNC, the other on a novel use of memory protection keys. Experiments with microbenchmarks, the Silo in-memory database, the Data Plane Development Kit (DPDK), and the Redis NoSQL store confirm that Janus can provide full isolation of protected libraries while approaching the performance of
unprotected kernel bypass. Janus-PKU, in particular, provides 90–98% of kernel-bypass throughput in all of our experiments.

Careful study of Janus trampoline code suggests only a single vulnerability to Spectre data leaks in the trampoline in Janus-PKU, and this is expected to be fixed in future Intel processors. Our study also shows that Janus-VMFUNC mitigates rogue data cache load attacks against protected library code while Janus-PKU cannot, but again, we expect future Intel processors to fix the issue.

Ideally, Janus would use a VMFUNC-like instruction that switched among pre-approved page table root pointers without requiring virtualization. We encourage hardware designers to consider such an extension. We would also welcome a variant of PKU with a larger number of keys and with coverage of execute rights. In future work, we hope to evaluate the cost of a Janus implementation based on software fault isolation [51] and to explore hardware-supported implementations for additional processor architectures (ARM and Power in particular).
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